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Abstract

This chapter is intended to relate recent advances in the field of time-frequency signal processing (TFSP) to the need for further capacity of wireless communications systems. It first presents, in a brief and heuristic approach, the fundamentals of TFSP. It then describes the TFSP-based methodologies that are used in wireless communications with special emphasis on spread-spectrum techniques and time-frequency array processing. Topics discussed include channel modeling and identification, estimation of scattering function, interference mitigation, direction of arrival estimation, time-frequency MUSIC, and time-frequency source separation. Finally, other emerging applications of TFSP to wireless communications are discussed.
25.1 Introduction

Wireless communications is growing at an explosive rate, stimulated by a host of important emerging applications ranging from third-generation mobile telephony, wireless personal communications, and wireless subscriber loops, to radio and infrared indoor communications, nomadic computing, and wireless tactical military communications. Signal processing has played a key role in providing solutions to key problems encountered in communications in general, and in wireless communications in particular [1]. An important branch of signal processing called time–frequency signal processing (TFSP) has emerged over the past decades [2,3]. It provides effective tools for analyzing nonstationary signals where the frequency content of signals varies in time, as well as for analyzing linear time–varying systems. The purpose of this chapter is to review the methodologies of TFSP applied to wireless communications.

Fundamental issues in wireless communications include the problems of interference mitigation in CDMA (code-division multiple access) or multicarrier CDMA (MC-CDMA), and array processing for source localization and signal separation. Along with channel fading, there exist many types (inherent and noninherent) of interference causing degradation in the system performance, hence reducing the system capacity. In addition to the high-capacity multiple-access schemes in terms of reducing the effects of interference and multipath fading [13], CDMA has in fact been selected to be the basic building block for third-generation wireless communications (wideband CDMA) [14], and the promising candidate for the fourth generation (generalized multicarrier CDMA) [15]. However, to achieve the best system performance, it is still very crucial to minimize the effects of various types of interference in CDMA systems, namely, narrowband interference (NBI) [16], multiple-access interference (MAI) [17], and, for high-data-rate applications, inter-symbol interference (ISI).

When multiple sensors are available at the receiver side, array processing techniques can be used to achieve source (mobile) localization or source separation. Source localization is of great importance in radar/sonar applications but also in wireless mobile communications. Mobile localization can add a number of important services to the capabilities of cellular systems, including help for mobile navigation, emergency services (also known as E-911 problem), location-sensitive billing, fraud protection, and personnel asset tracking [74].

The problem of source separation or blind source separation (BSS) arises when considering MIMO (multi-input multi-output) systems where BSS techniques are used to solve the MAI problem and to extract the desired information for each user.

On the other hand, received signals are generally nonstationary due to source signal’s nonstationarities or to the time-varying nature of propagation channels. Indeed, the wireless communications environment exhibits a multipath propagation phenomenon with Doppler effect, where the received signal is not only affected by additive Gaussian noise but also by a sum of attenuated, delayed, and Doppler-shifted versions of the transmitted signal [5,6]. As a result, the received signals are affected in strength and shape, depending on different environments (indoor, outdoor, urban, suburban), speed of mobile agent or surrounding movements, and signaling (bandwidth, data rate, modulation, and carrier frequency). The transmitted signals undergo serious fading through the propagation channel. Especially in wideband wireless communications, the underlying channel exhibits a random linear time–varying (LTV) characteristic and is most commonly assumed to be a wide-sense stationary uncorrelated scattering (WSSUS) process [9–12].

All these wireless communication problems involve a time-varying context, and therefore the use of TFSP techniques should lead to improvements in system performance.

The focus of this chapter is to review such TFSP techniques and clarify the methodologies of TFSP that are most relevant for use in wireless communications. The structure of the chapter is as follows: Section 25.2 briefly introduces the basics of TFSP in order to provide a better insight for the review in the parts that follow. Section 25.3 reviews some applications of TFSP techniques in spread-spectrum communication systems. Section 25.4 describes array signal processing techniques using time–frequency distributions (TFDs). And finally, Section 25.5 briefly reviews some other issues encountered in wireless communications where the TFSP techniques play a central role.

25.2 Time–Frequency Signal Processing Tools

TFSP is a relatively new field comprised of signal processing methods, techniques, and algorithms in which the two natural variables time, t, and frequency, f, are used concurrently in contrast with the traditional signal processing methods where time and frequency variables are used exclusively and independently. The observation of natural phenomena indicates that these two variables, t and f, are usually simultaneously present in signals (e.g., natural frequency-modulated (FM) signals such as the song of some birds). Such signals are called nonstationary because their spectral characteristics vary with time [21]. TFSP is designed to deal effectively with such signals by allowing their detailed and precise analysis and processing. It also enables the design and synthesis of signals and systems with specific time and frequency characteristics, suitable to applications such as wireless communications.

25.2.1 Limitations of Traditional Signal Representations

The spectrum of a signal (deterministic or random) gives no indication as to how the frequency content of a signal changes with time, information that is important when one deals with a large class of nonstationary signals such as FM signals. This frequency variation often contains critical information about the signal and the process inherent to real-life applications.1

The limitation of ‘classical’ spectral representations is better illustrated by the fact that we can find totally different signals (related to different physical phenomena), s1(t) and s2(t), which yet have the same spectra (that is, magnitude spectra) — see Figure 25.2. Representing signals in a way that is useful for precise characterization and identification serves as a part of the motivation for devising a more sophisticated and practical nonstationary signal analysis tool, which preserves all the information of the signal, and therefore discriminates signals in a better way, using one single complete representation instead of attempting to interpret magnitude and phase spectra separately.

25.2.2 Joint Time–Frequency Representations

25.2.2.1 Finding Hidden Information Using Time–Frequency Representations

Revealing the time and frequency dependence of a signal, such as a linear FM (LFM) signal, is achieved by using a joint time–frequency representation such as the one shown in Figure 25.1.2

In this representation, the start and stop time instants are clearly identifiable, as is the time variation of the frequency content of the signal described by the linear pattern of peaks. (This information cannot be retrieved solely from either the instantaneous power |s(t)|2 or the spectrum representations S(f,t). It is lost when the Fourier transform is squared in modulus and the phase of the spectrum is thereby discarded.)

The spectrum phase contains the actual information about the internal organization of the signal, such as details of time instants at which the signal has energy above or below a particular threshold, and the order of appearance in time of the different frequencies present in the signal. The difficulty of interpreting and analyzing a phase spectrum makes the concept of a joint time–frequency signal representation attractive.

Example 25.1

Figure 25.2 illustrates another example of two slightly different signals with the same spectrum that could not be properly analyzed without a joint time–frequency representation. Both signals contain three LFM s whose start and stop times are different. The differences are not shown easily in the t or f domain, but

1This information is encoded in the phase spectrum. However, it generally is not used, as it is difficult to interpret and analyze a phase spectrum.

2In this example the Wigner–Ville distribution (WVD) is used, as it provides the optimal joint time–frequency distribution (TFD) for an LFM signal [21].
appear clearly in the $t-f$ representation, which allows precise and simultaneous measurements of actual frequencies and their epochs. The B distribution (BD) [18] is used to represent two signals in the $t-f$ domain.

Figure 25.2 also indicates another significant reason to use joint time–frequency representations of signals: it reveals whether the signal is monocomponent or multicomponent, a fact that cannot be revealed by conventional spectral analysis, especially when individual components are also time varying, such as the six chirps in the figure.

### 25.2.2.2 What Is a Time–Frequency Representation?

TFSP is a natural extension of both time domain and frequency domain processing that involves representing signals in a complete space that can display all the signal information in a more accessible way [2]. Such a representation is intended to provide a distribution of signal energy, $E(t, f)$, vs. both time and frequency simultaneously. For this reason, the representation is commonly called a TFD.

A concept intimately related to joint time–frequency representation is that of instantaneous frequency (IF) and time delay (TD). The IF corresponds to the frequency of a sine wave that locally (at a given time) fits the signal under analysis. The TD is a measure of the order of arrival of the frequencies.

The TFD is expected to visually exhibit in the $t-f$ domain the time–frequency law of each signal component, thereby making the estimation of the IF, $f_i(t)$, and TD, $\tau_d(f)$, easier, and could also provide additional information about relative component amplitudes, and the spectral spread of the component around the IF (the spread is known as the instantaneous bandwidth, $B_i(t)$).

The TFD is often expected to satisfy a certain number of properties that are intuitively desirable for a practical analysis. Let us denote by $\rho_2(t, f)$ a TFD that is a time–frequency representation of signal $z(t)$. $\rho_2(t, f)$ is expected to satisfy the following properties:

- **P1a**: The TFD should be real and its integration over the whole time–frequency domain results in the total signal energy $E_z$:

  $$
  \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho_2(t, f) \, dt \, df = E_z
  $$

- **P1b**: It would also be desirable that the energy in a certain region $R$ in the $t-f$ plane, $E_{2R}$, be expressible as in Equation 25.1, but with limits of integration restricted to the boundaries $(\Delta t, \Delta f)$ of the region $R$:

  $$
  E_{2R} = \int_{\Delta t} \int_{\Delta f} \rho_2(t, f) \, dt \, df
  $$

  which is a portion of signal energy in the band $\Delta f$ and time interval $\Delta t$. 

FIGURE 25.1 Time–frequency representation of a linear FM signal: the signal's time domain representation appears on the left, and its spectrum on the bottom.
P2: The peak of the TFD and the first moment of the time–frequency representation with respect to frequency should be equal to the IF of a monocomponent signal:

\[
\phi(t) = \frac{\int_{-\infty}^{\infty} \rho_\phi(t, f) df}{\int_{-\infty}^{\infty} \rho_\phi(t, f) df}
\]

(25.3)

P3: For multicomponent signals, the peaks of the TFD should exhibit the various IF laws of individual components without the nuisance of ghost terms or interferences.

There are also some other properties, which were earlier seen as strictly needed, but were found later not to be, as detailed in Chapter 3 of [3]. For example, early researchers indicated that a TFD should reduce to the spectrum and instantaneous power by integrating over one of the variables, so that

\[
\int_{-\infty}^{\infty} \rho_\phi(t, f) dt = |S_\phi(f)|^2
\]

(25.4)

\[
\int_{-\infty}^{\infty} \rho_\phi(t, f) df = |s(t)|^2
\]

(25.5)

These two conditions are often called marginal conditions. However, it was shown that some high resolution TFDs could be generated that did not meet the marginals [3].

Another property that was originally seen as desirable is positivity, but it was shown to be incompatible with P2 [21], which is more important in practice.

A number of questions arise from the above: Can we design a TFD that meets the specifications listed above? If yes, how can we do it? What are the significant signal characteristics and parameters that will impact the construction of a joint time–frequency representation? How do these relate to the TFD? How do we obtain them from the time–frequency representation? The answers to these questions are important in formulating efficient time–frequency methodologies specifically adapted for applications such as wireless communications and will be briefly discussed in the next sections. More details can be found in [3, Chapters 2 and 3] and [19].

### 25.2.2.2 Physical Interpretation of TFDs

Most TFDs used for a practical time–frequency signal analysis are not necessarily positive–definite, so they do not represent an instantaneous energy spectral density at time and frequency. For example, the Page distribution describes the rate of change of the spectrum and is defined as the time derivative of the running spectrum (spectrum of the signal from \(-\infty\) to time \(t\)), and hence can take both positive and negative values:

\[
\rho_\phi(t, f) = \frac{d}{dt} \int_{-\infty}^{t} z(u) e^{-j2\pi f u} du
\]

To relate \(\rho_\phi(t, f)\) to the physical quantities used in practical experimentation, we can interpret \(\rho_\phi(t, f)\) as a measure of energy flow through the spectral window \((f - \Delta f/2, f + \Delta f/2)\) during the time interval \((t - \Delta t/2, t + \Delta t/2)\). The signal energy localized in this time–frequency domain, \((\Delta t, \Delta f)\), is then given by

\[
E_{\Delta t, \Delta f} = \int_{t-\Delta t/2}^{t+\Delta t/2} \int_{f-\Delta f/2}^{f+\Delta f/2} \rho_\phi(t, f) df dt
\]

(25.6)

The larger the window, the more likely \(E_{\Delta t, \Delta f}\) will correspond to a true measure of physical energy. The window should be chosen large enough so that \(\Delta t \Delta f \geq 1/(4\pi)\).

### 25.2.2.2 Instantaneous Frequency and Group Delay

The IF, \(f_\phi(t)\), of a monocomponent signal is a measure of the localization in time of the individual frequency components of the signal [2].

The IF, \(f_\phi(t)\), of a monocomponent analytic signal³ \(z(t) = a(t)e^{j\phi(t)}\) is given by

\[
f_\phi(t) = \frac{1}{2\pi} \frac{d\phi(t)}{dt}
\]

(25.7)

The IF of a monocomponent real signal \(s(t) = a(t)\cos(\phi(t))\) is defined as the IF of the analytic signal \(z(t)\) corresponding to \(s(t)\). The expressions of the IF given above do not apply directly to multicomponent signals. For such signals, the expression of the IF needs to be applied to its individual components to have a meaningful physical interpretation.

The twin of the IF concept in the frequency domain is called the time delay, \(\tau_\phi(f)\).

The TD of a monocomponent analytical signal \(z(t)\) is defined as

\[
\tau_\phi(f) = -\frac{1}{2\pi} \frac{d\phi(f)}{df}
\]

(25.8)

where

\[
\mathcal{F}[z(t)] = Z(f) = A(f)e^{j\phi(f)}
\]

(25.9)

\(\mathcal{F}\{\cdot\}\) stands for Fourier transform (FT). Equations 25.7 and 25.8 are similar except for the minus sign, in the same way that the FT and inverse FT (IFT) are similar except for a minus sign in the exponent of the basis function \(e^{j2\pi f}\).

The TD of a monocomponent real signal \(s(t)\) is defined as the TD of the analytic signal \(z(t)\) corresponding to \(s(t)\).

The order of appearance of each time-varying frequency component is the TD. The global order of appearance of the frequencies is called the group delay (a mean value of individual TDs).

The IF and TD describe the internal organization of the signal. Neglecting this information would result in a lack of precision of the information characterizing the signal, as illustrated in [3, p. 7, Figure 1.1.2].

### 25.2.3 Quadratic Time–Frequency Distributions

#### 25.2.3.1 Time-Varying Spectrum and the Wigner–Ville Distribution

To determine why time information appears to be lost when we take the power spectral distribution (PSD) and how it can be recovered, let us consider a complex random process \(z(t, \epsilon)\), where \(\epsilon\) represents the ensemble index identifying each realization. To improve clarity, we simply replace \(z(t, \epsilon)\) by \(z(t)\). It is implicit when we say that \(z(t)\) is random.

The autocorrelation function of \(z(t)\) may be defined in symmetric form as

\[
R_z(t, \tau) = E[2(z(t + \tau/2)z^*(t - \tau/2)) = E[K_z(t, \tau)]
\]

(25.10)

where \(K_z(t, \tau) = z(t + \tau/2)z^*(t - \tau/2)\) is the signal kernel and \(E\{\cdot\}\) denotes the expected value operator.

The Wiener–Khinchine theorem states that for a stationary signal, the signal power spectral density equals the FT of its autocorrelation function.

³The analytic signal \(z(t)\) associated with the real signal \(x(t)\) is defined as

\[
z(t) = x(t) + j\mathcal{H}[x(t)]
\]

where \(\mathcal{H}\{\cdot\}\) represents the Hilbert transform [21].
By extension to TD random signals, the time-varying PSD, \( S(t, f) \), is defined as the FT of the time-varying autocorrelation function, \( R(t, \tau) \), i.e.,

\[
S(t, f) = \int_{-\infty}^{\infty} R(t, \tau) e^{-j2\pi f \tau} d\tau
= \mathcal{F}_{\tau \rightarrow f} \{ R(t, \tau) \}
= \mathcal{F}_{\tau \rightarrow f} \{ \mathcal{F}_{f \rightarrow \tau} \{ G(t, f) \} \}
= \mathcal{F}_{\tau \rightarrow f} \{ G(t, f) \}
= \mathcal{F}_{\tau \rightarrow f} \{ G(t, f) \}
= \mathcal{F}_{\tau \rightarrow f} \{ G(t, f) \}
\]

(25.11)

where the interchange of \( E \) and FT is made under the assumptions verified by the class of bounded amplitude finite-duration signals [3], and \( W_z(t, f) \) is referred to as the Wigner–Ville distribution (WVD)

\[
W_z(t, f) = \mathcal{F}_{\tau \rightarrow f} \{ G(t, f) \}
= \mathcal{F}_{\tau \rightarrow f} \{ |z(t + \tau/2)|^2 e^{-j\pi \tau^2/4} \}
\]

(25.12)

The problem of estimating the time-varying PSD of a random process \( z(t) \) is thus one of averaging the WVD of the process over \( \tau \). If only one realization of the signal is available, assuming the signal is locally ergodic\(^4\) over a window, an estimate of the time-varying PSD is obtained by smoothing the WVD over the window of local ergodicity [21].

### 25.2.3.2 Time-Varying Spectrum Estimates and Quadratic TFDs

If \( z(t) \) is deterministic, from Equation 25.12, \( S_z(t, f) \) reduces to \( W_z(t, f) \), i.e.,

\[
S_z(t, f) = E \{ W_z(t, f) \} = W_z(t, f)
\]

(25.14)

- The signals we consider have a finite duration \( T \). This fact can be expressed by introducing a finite-duration time window \( g_1(t) \), hence converting \( S_z(t, f) \) in the frequency direction with \( G_1(f) = \mathcal{F} \{ g_1(t) \} \).
- In practice, signals also have finite bandwidth restrictions. This introduces a frequency window \( G_2(f) \), convolving \( S_z(t, f) \) in the time direction with \( g_2(t) \) (the IFT of \( G_2(f) \)): \( g_2(t) = \mathcal{F}^{-1} \{ G_2(f) \} \).
- By combining the separable windowing effects of \( g_1(t) \) in time and \( G_2(f) \) in frequency, the above leads to

\[
\hat{S}_z(t, f) = W_z(t, f) \ast G_1(f) \ast g_2(t)
\]

where \( \ast \) and \( \ast_f \) indicate convolution in time and frequency, respectively, and \( G_1(f) \) and \( g_2(t) \) are even functions (such as those typically used in spectral analysis and digital filter design).

- The above formulation was introduced step by step to illustrate the two-dimensional convolution that is inherent to signals that have nearly finite duration and bandwidth (most real-life signals). This formulation is a special case where the two-dimensional windowing in \( t \) and \( f \) is separable.
- In general, we need to introduce an even function \( \gamma(t, f) \) that may or may not be separable and that reflects the overall duration–bandwidth limitation in both time and frequency. This leads to

\[
\hat{S}_z(t, f) = W_z(t, f) \ast \gamma(t, f)
\]

In essence, a random process is ergodic if its ensemble averages equal its time averages.

\(^4\)For simplicity, \( \mathcal{F} \) instead of \( \mathcal{F}_{\tau \rightarrow f} \) where no ambiguity occurs.

\(^5\)A real and even signal has a real and even FT.
FIGURE 25.3 Various representations that can be obtained from the signal kernel $K_z(t, \tau)$.

of time shifts and frequency shifts. Hence, a double convolution in $(t, f)$ results (by two-dimensional FT) in a multiplication in the ambiguity domain. This leads to the interpretation of TFD design, defined by Equation 25.15, as a two-dimensional filtering procedure in the ambiguity domain. Equation 25.16 can therefore be rewritten as the two-dimensional FT of the symmetric AF $A_z(v, \tau)$ filtered by the kernel filter $g(v, \tau)$:

$$\rho_z(t, f) = g(v, \tau)A_z(v, \tau)$$  \hspace{1cm} (25.18)

Choosing the kernel filter $g(v, \tau)$ most relevant to an application results in a specific TFD. For an all-pass filter, $g(v, \tau) = 1$, $\rho_z(t, f)$ reduces to the WVD, which may be expressed as

$$W_z(t, f) = \mathcal{F} \{ K_z(t, \tau) \} = \mathcal{F} \{ z(t + \tau/2)z^*(t - \tau/2) \}$$  \hspace{1cm} (25.19)

For $g(v, \tau)$ chosen to be the AF of the time analysis window $h(t)$, it reduces to the spectrogram, which may be expressed as

$$\rho_{spe}(t, f) = |S(t, f)|^2 = \left| \int_{-\infty}^{\infty} s(\tau)h(\tau - t)e^{-j2\pi ft}\,d\tau \right|^2$$  \hspace{1cm} (25.20)

where $S(t, f)$ is the short-time Fourier transform (STFT).

Using a symmetrical rectangular window of width $T$, $h(t) = \text{rect}(t/T)$, the above equation reduces to

$$\rho_{spe}(t, f) = \int_{-T/2}^{T/2} s(\tau)e^{-j2\pi ft}\,d\tau$$  \hspace{1cm} (25.21)

This is obtained from the general form (Equation 25.20) by selecting the kernel filter to be

$$g(v, \tau) = \text{rect}(\tau/2T)\text{sin}\pi(T - |\tau|)v/\pi v$$  \hspace{1cm} (25.22)

The next section presents some important considerations relevant to the selection of suitable kernel filters.

25.2.3.4 Quadratic TFDs, Multicomponent Signals, Cross-Terms Reduction, and Criteria for the Design of Quadratic TFDs

Equation 25.16 defines TFDs that are quadratic (or bilinear) in the signal $z(t)$. This implies that if the signal $z(t)$ includes two components $z_1(t)$ and $z_2(t)$, then its quadratic formulation will include not only these two components but also additional components corresponding to their cross-product $z_1(t)z_2(t)$. These additional components are often called cross-terms and are considered "artifacts" or "ghosts" appearing unexpectedly in the $t-f$ representation (see Figure 25.4). A similar effect occurs when we take the spectrum of $z_1(t) + z_2(t)$ and obtain cross-spectral components that are zero only when $z_1(t)$ and $z_2(t)$ do not overlap in frequency (see Figure 25.5) [3].

Thus, the introduction of either noise or some other deterministic components introduces significant cross-terms into the representation. In some applications these cross-terms may be useful as they provide

![Figure 25.4](image-url) Position of signal terms and cross-terms in both time-frequency and Doppler-lag domains.

![Figure 25.5](image-url) WVD of a signal composed of two linear frequency modulations exhibiting large positive and negative amplitudes commonly known as cross-terms.
additional features that can be used for signal identification and recognition. However, in most cases, they are considered undesirable interference terms that distort the reading of the representation, and we want to design TFDs that suppress them best.

25.2.3.4.1 Reduced Interference Distributions
Several TFDs have been designed for this purpose. One of the best known is the Gaussian distribution (also called Choi-Williams distribution (CWD)) whose kernel filter $g(v, r)$ is a two-dimensional Gaussian function centered around the origin in the ambiguity plane and whose spread is controlled by a parameter $\sigma$ (hence controlling the amount of cross-terms reduction and autoterm resolution). Another recently introduced TFD is the BD [18], whose time-lag kernel filter is defined as

$$G(t, r) = \left(\frac{|t|}{\cosh^2(r)}\right)^\beta$$

(25.23)

where $0 < \beta \leq 1$ is an application-dependent parameter that controls the sharpness of the cutoff of the two-dimensional filter in the ambiguity domain, resulting in a trade-off between time-frequency resolution and cross-terms elimination. Cross-terms can be reduced by making $\beta$ small. An improved version, the modified BD (MBD) was defined in [3, Article 5.7].

Resolution performance of various TFDs, when used to represent multicomponent signals, can be measured using an objective measure that takes into account the key attributes of TFDs (such as the amplitudes of autoterm and cross-terms, autoterm's bandwidth and sidelobes' amplitudes) [18].

25.2.3.4.2 Comparison of Quadratic TFDs
Using the above mentioned-objective measure, the BD and its modified version (MBD) [3] were found to be among the closest to the ideal distribution; the BD is essentially cross-term-free and has high resolution in the time-frequency plane (see Figure 25.6). This TFD outperforms the spectrogram and other existing reduced interference distributions in the analysis of multicomponent signals, and is practically 'equivalent' to the WVD in the analysis and estimation of a monocomponent linear FM signal (see [3, 18, 19] for more details). For this reason, we will often refer to it in this chapter in conjunction with other methods like the WVD, spectrogram, and Gaussian distribution.

![Figure 25.6 The B distribution of two closely spaced linear FM signals.](image-url)

25.2.3.5 Time-Frequency Signal Synthesis
Whereby TF signal analysis algorithms are used to analyze the time-varying frequency behavior of signals, TF signal synthesis algorithms are used to synthesize (or estimate) signals whose TFDs exhibit some given time-frequency characteristics. This problem can be formulated as follows: if $z(t)$ is a signal of interest with $\rho_{z}(t, f)$ being its TFD in the general quadratic class, the synthesis problem is to find the analytic signal $x(t)$ whose TFD, $\rho_{x}(t, f)$, best approximates $\rho_{z}(t, f)$ according to some defined criteria. One of the earliest algorithms for TF signal synthesis was based on the WVD in [20]. Some improvements and extensions were made in [21-25]. Several other methods can be found in [3].

The basis of the WVD-based algorithm is the inversion property of the WVD [2]:

$$z(t) = \frac{1}{z^*(0)} \int W_z(t/2, f) e^{j2\pi ft} df$$

(25.24)

implying that the signal may be reconstructed to within a complex exponential constant $e^{j\phi} = z^*(0)/|z(0)|$ given $|z(0)| \neq 0$.

25.2.3.6 Other Properties
Another important property of quadratic TFDs is their compatibility with filtering. This property expresses the fact that if a signal $y(t)$ is the convolution of $x(t)$ and $h(t)$ (i.e., $y(t) = x(t) * h(t)$), the TFD of $y(t)$ is the time convolution between the TFD of $x(t)$ and the WVD of $h(t)$. Mathematically, if

$$y(t) = x(t) * h(t)$$

then

$$\rho_{y}(t, f) = \rho_{x}(t, f) \ast W_{h}(t, f)$$

(25.25)

The properties of quadratic TFDs discussed above are shown in the next section to be relevant to providing solutions to several problems arising in wireless communications, allowing for improved system performance. For space reasons, techniques such as IF estimation [53] and cross-WVD (XWVD) [3, Chapter 3] are not discussed here. Interested readers can refer to the references provided.

25.3 Spread-Spectrum Communications Systems Using TFSP
Spread-spectrum communications use signals whose bandwidth is much wider than the information bandwidth. This is achieved by the direct-sequence (DS) technique in which the transmitted signal is spread over a wide bandwidth by means of a code independent of the data. The availability of this code at the receiver enables the despreading and recovery of data, while spreading and mitigating the interference (see Figure 25.7). Spread-spectrum techniques offer a number of important advantages, such as code-division multiple access, low probability of intercept, communications over multipath propagation channels, and resistance to intentional jamming. The processing gain of a DS spread-spectrum system, generally defined as the ratio between the transmission and the data bandwidths, provides the system with a high degree of interference mitigation. However, in some cases, the interference might be much stronger than the useful signal, e.g., when the useful signal is affected by fading and the gain due to the coding might be insufficient to decode the useful signal reliably. Therefore, time-frequency (TF) signal processing techniques have been used in conjunction with the signal spreading to augment the processing gain, permitting greater interference protection without an increase in bandwidth. In this section, we review some of these TF signal processing techniques for channel identification and interference mitigation.

25.3.1 Channel Modeling and Identification
In this section we show how time-frequency representations of a linear time-varying propagation channel can be exploited for channel estimation either by direct use of the observation signal TFD as in [7], by
time–frequency polynomial modeling as in [8], or by using time–frequency canonical channel modeling, which we describe in Sections 25.3.1.1 and 25.3.1.2 since it is the most commonly used LTV channel estimation method.

25.3.1.1 Wireless Communication LTV Channel Model

A complex baseband received signal, \( r(t) \), through a wireless mobile communication channel can be modeled\(^3\) as follows [9]:

\[
  r(t) = \int h(t, \tau) s(t - \tau) \, d\tau + \epsilon(t)
  = \int \int U(v, \tau) s(t - \tau) \, e^{j2\pi \nu \tau} \, d\tau \, dv + \epsilon(t)
  = x(t) + \epsilon(t)
\]  

(25.26)

where \( h(t, \tau) \) is the channel impulse response representing the LTV behavior; \( s(t) \) is the complex baseband transmitted signal; \( \epsilon(t) \) is the additive white Gaussian noise with zero mean and variance \( \sigma^2 \); \( t \) and \( v \) denote the delay and Doppler-shift variables, respectively; and \( U(v, \tau) \), the Fourier transform of \( h(t, \tau) \) from \( t \) to \( v \), is called the delay–Doppler spread function of the LTV channel. By applying the Fourier transform among the variables \( t, f, \tau, \) and \( v \), we can define several system functions [9, 12], with their relationships shown in Figure 25.8, which resembles the dual relationships of time–frequency representations in TFSJ, as illustrated by Figure 25.3.

As previously mentioned, the delay–Doppler spread function is often modeled as a wide-sense stationary Gaussian process with uncorrelated scattering [9] whose second-order statistics can be represented by

\[
  E[U(v', \tau') \cdot U^*(v, \tau)] = P_D(v, \tau) \cdot \delta(v' - v) \delta(\tau' - \tau)
\]

(25.27)

where \( P_D(v, \tau) \) is the scattering function (SF) of the channel. It follows that the WSSUS channel may be represented as a collection of nonscintillating uncorrelated scatterers that cause both multipath delays and Doppler shifts.

\(^3\)In practice, the double integral is bounded by the ranges of multipath delays and Doppler shifts; however, without loss of generality, we use the full range \((-\infty, \infty)\) and drop them for short notation.
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The matched-filtered outputs for the entire frame, i.e., $z = [z^T(1), \ldots, z^T(N)]^T$ with output for each symbol $z(i) = [r(t), \xi(t-iT)]^T$ can be expressed as

$$
z = Qu + \varepsilon$$

where the channel coefficient vector $u = [u(-1)^T, \ldots, u(0)^T, \ldots, u(N)^T]^T$ with $u(i) = [U_{m}(i), \ldots, U_{K}(2K+i)(N+j)]^T$; the correlation matrix $Q = \text{diag}(P, \ldots, P)$ with $P = \int \xi^*(t-iT)\xi^*(t-iT) dt = \int_0^T \xi^*(t)\xi(t) dt$, $\xi(t)$ being the temporal waveform vector: $

\xi(t) = [\xi_1(t), \ldots, \xi_{2K+i}(N+j)]^T$.

The colored Gaussian noise vector $\varepsilon = [e(1)^T, \ldots, e(L)^T]^T$ with each colored Gaussian noise vector $e(i) = \{e(t), \xi(t-iT)\}$ having the covariance matrix $\mathcal{N}_P$. 

As mentioned earlier, we need to estimate $u(0)$. The linear MMSE estimation problem is formulated as

$$
L_{opt} = \arg \min_t E\|u(0) - L^H z(t)\|^2
$$

The solution of the minimization problem in Equation 25.33 is the Wiener filter given by

$$
L_{opt} = (Q E[uu^H] + \mathcal{N}_P)^{-1}uu^H(0)
$$

The MMSE channel estimate $\hat{u}(0) = L_{opt} z$ is then used for symbol detection using RAKE (or maximum ratio combiner) receiver. For the binary phase shift keying (BPSK) signaling scheme and under the assumption of negligible ISI, the estimated symbols are given by

$$
\hat{b}(i) = \text{sign}(\text{real}(\hat{u}(i)^H z(i)))
$$

More analysis on the estimation performance and practical implementation of the MMSE channel estimate in Equation 25.34 under the assumption of uncorrelated $U_m$ components in a particular symbol of interest or the assumption of quasi-orthogonality of the basis functions $\xi_{2K+i}(t)$ can be found in [29, 30].  

25.3.1.3 Estimation of Scattering Function

In certain wireless communications systems, e.g., radar or acoustic communications systems, one is interested in estimating the scattering function that reveals the TF-selective behavior of the fading channel under the WSSUS assumption [31–38]. In the problem of SF estimation, a common approach is to use the input-output relationship, described through the general TFDs [39] as

$$
E\{\rho_s(t, f)\} = \rho_s(t, f) = \int f(t) \rho_s(t, f) dt
$$

where $\rho_s(t, f)$ is a TFD of the input $s(t)$ and $E\{\rho_s(t, f)\}$ is the expected value of a TFD of the output $x(t)$. In the AF domain, the previous relation becomes

$$
E\{A_s(s, \tau)\} = A_s(s, \tau) \cdot R_f(s, \tau)
$$

where $R_f(s, \tau)$ is the double Fourier transform of the channel SF $P_s(t, f)$. Since the general AF (GAF), $A_s(s, \tau)$, or general TFD, $\rho_s(t, f)$, includes the expression of the kernel, $g(s, \tau)$ (see Figure 25.3), and

---

*Note that the channel coefficients $U_m$ may be correlated in time across the symbols.

---

The spreading function $s(t)$ is usually designed so that its nonzero lag correlation coefficients are close to zero.
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this kernel can be made arbitrary, two general classes of SF estimators were then proposed based on
decomposition and direct implementation, respectively.

The class of deconvolution estimators is defined based on the division of Equation 25.36 by the GAF of
the input signal

$$
\hat{p}_d(t, f) = \mathcal{F}_{-1/1}(\mathcal{F}_{-1/1}(A_v(v, \tau))/A_v(v, \tau))
$$

(25.37)

Similar to the approach in [35], a zero-division problem in Equation 25.37 is encountered. A classical
solution is to threshold the symmetric AF $A_v(v, \tau)$ at the points equal to zero (see [35] for more details).

On the other hand, one can choose the kernel $g(v, \tau)$ so that the TFD $p_r(t, f)$ in Equation 25.35 is
impulse-like; the left-hand side of Equation 25.35, then approximates to $\hat{p}_d(t, f)$. Thus, the other class of
SF estimators, namely, direct implementation, can be defined as

$$
\hat{p}_d(t, f) = E[p_r(t, f)]
$$

(25.38)

We must note here that an impulse representation in the time–frequency plane does not exist due to the
constraint of minimum time–frequency bandwidth according to Heisenberg's uncertainty principle.
Therefore, we opt to choose an approximation in the sense of good localization in the time–frequency plane.
For example, the TFD kernel may be approximated by the Hermite functions [40], which are defined as

$$
g_x(x) = (-1)^x e^{x^2/2} \frac{d^n}{dx^n} e^{-x^2/2}
$$

(25.39)

25.3.2 Interference Mitigation

25.3.2.1 TV-NBI Suppression in DS-CDMA

Spread-spectrum communication, based on which DS-CDMA is implemented, is known to have the
capability of suppressing NBI. However, this NBI suppression becomes ineffective when the interfering
signal is too powerful. In some of these cases, the interference immunity can be improved significantly by
using signal processing techniques that complement the spread-spectrum modulation [16]. These active
suppression techniques not only improve error rate performance, but also lead to an increase in capacity of
CDMA cellular systems [41]. There have been several models proposed for narrowband interferers
existing in communication channels, such as a deterministic sinusoidal signal [16], an autoregressive–
modeled signal [42, 43], and a narrowband digital communications signal [44, 45]. A tremendous amount
of research on NBI suppression can be seen in [16, 43, 44, 46–52]. None of these methods, however, is
capable of suppressing NBI with time-varying spectral characteristics such as a linear FM signal (chirp
signal).

To suppress this type of time-varying NBI (TV-NBI), the IF of the TV-NBI is first estimated using some
TFDs; then a time-varying zero filter is used to suppress the interference. The effectiveness of TFDs in
providing accurate estimates of the IF has extensively been shown in the literature [2, 4, 53, 54]. Using this
approach, the problem of TV-NBI suppression has been carried out in [55–59].

Consider the transmission of a spread-spectrum signal $s(t)$ through an AWGN channel characterized by
zero-mean Gaussian random process $\epsilon(t)$ and being interfered with by $K$ different linear FM interferences
$\zeta_i(t)$. The received signal model may be expressed in the form

$$
r(t) = s(t) + \sum_{k=1}^{K} \zeta_i(t) + \epsilon(t)
$$

(25.40)

Each interference signal belongs to the class of linear FM signals, with power $P_\zeta$, that can be expressed as

$$
\zeta_i(t) = \sqrt{P_\zeta} \, e^{i(\omega_0 t + \Delta \omega t^2)} = \sqrt{P_\zeta} \, e^{i2\Delta \omega (t + \frac{\Delta \omega}{2\omega_0})^2}
$$

where $\theta_k = (f_k, g_k)$. The IF of each monocomponent linear FM signal is defined as

$$
f_i(t, \theta_k) \triangleq \frac{1}{\pi \Delta \omega} \frac{df(t, \theta_k)}{dt} = f_i + g_i t
$$

(25.41)

For monocomponent TV-NBI, i.e., $K = 1$, the Born–Jordan distribution and the cone-shaped distribution
were used to estimate the IF in [55], and the spectrogram was used in [60, 61]. A problem related to this method is that if the signal-to-interference ratio is high, the estimation of the interference parameters might fail, and the suppression filter could track the useful signal, instead of the interference.

This problem can be improved by using the Wigner–Hough transform [57], defined as [62]

$$
W(t, \theta_k) \triangleq \int_{-\infty}^{\infty} W(t, f_i(t, \theta_k)) \, dt
$$

(25.42)

where $W(t, f)$ denotes the WVD of $r(t)$ and $f_i(t, \theta_k)$ are the individual IFs of the interferences as given in Equation 25.41. This method also has the ability to deal with multicomponent TV-NBI. The integration in Equation 25.42 over all possible lines of the WVD, which is obtainable by applying a Hough transform, or equivalently, a Radon transform of the WVD, gives rise to peaks in the final parameter space; each peak corresponds to one linear FM signal, whose modulation parameters, $(f_k, g_k)$, are the coordinates of the peaks.

We know that the WVD is optimal in representing monocomponent linear FM signals. The estimation of the IF using the peak of the WVD achieves the best performance [63]. This technique, therefore, can be effectively used to estimate monocomponent linear FM TV-NBI. For multicomponent TV-NBI, the WVD is not optimal anymore. An alternative solution in this case is to use the BD, in Equation 25.23, since it outperforms some other reduced interference distributions when comparing the capacity of reducing the cross-terms [18].

25.3.2.2 Signal Modulation Design for ISI Mitigation

Apart from the DS-CDMA system mentioned previously, many other CDMA system concepts have been
proposed, among which MC-CDMA is a promising system compared to DS-CDMA [15, 64]. MC transmission is a method to design a bandwidth-efficient communication system in the presence of channel distortion (ISI), especially for high-data-rate communications) by dividing the available channel bandwidth into a number of subchannels such that each channel is nearly ideal. The idea of using MC transmission comes from the advantage of this system in overcoming the effect of signal fading on time-varying channel [13]. The typical MC transmission system is the orthogonal frequency division multiplexing (OFDM) system. The combination of OFDM and CDMA allows for optimal detection performance, use of the available spectrum in an efficient way, retention of many advantages of a CDMA system, and exploitation of frequency diversity [65–68].

In MC transmission, the modulation scheme is done based on a set of basis functions (one is a time–
frequency-shifted version of another) constructed by Gaussian pulse [69] or Nyquist pulse [70]. These pulses are required to have two important characteristics: (1) orthogonality to avoid ISI and interchannel interference (ICI), and (2) good localization to avoid symbol energy smearing out over the channel and perturbing neighboring symbols. For wireless mobile communication channels with TF-dispersive characteristics, the above two conditions become critical since the localization of the pulses is dispersed. There is a need to design better localized basis functions under such TF-dispersive conditions of the wireless mobile channels, in other words, to design a new set of basis functions so that the effects of ISI and ICI are minimized. The design of different pulses can be carried out using TF analysis in the ambiguity domain, where Hermite pulses have been proved to have better TF localization than Gaussian or Nyquist under TF-dispersive channels [40].

Consider an MC modulation scheme used in such a TF-dispersive mobile channel. Let $I$ be the number of
channels in the scheme in which $f_i = i \Delta f_c$ $(i = 0, \ldots, I - 1)$ is the set of carrier frequencies and $\Delta f_c$ is the spacing between adjacent carriers (usually $\Delta f_c \leq W$, where $W$ is the bandwidth of the signal).
The transmitted signal is given by

\[ x(t) = \sum_{i=1}^{N_f} \sum_{n=-\infty}^{\infty} c_{nk} \xi_n(t) \]  

(25.43)

where \( c_{nk} \) are the information-bearing symbols and \( \xi_n(t) \) are the basis functions, defined as

\[ \xi_n(t) = \frac{\lambda(t - nT) e^{2 \pi i n f_c t}}{\sqrt{T}} \]  

(25.44)

The envelope function \( \lambda(t) \) is called an elementary pulse (\( T \) being the symbol duration). Demodulation is performed by a projection of the received signal on the complex conjugates of the basis functions

\[ r_{pq} = \int r(t) \bar{\xi}_p(t) \, dt \]  

(25.45)

The orthogonality condition requires

\[ \int \xi_n(t) \bar{\xi}_p(t) \, dt = \delta_{np} \delta_{i,q} \]  

(25.46)

By noting that the integral in Equation 25.46 can be considered a sampling of the AF, \( A_k(v, \tau) \) (a shifted version of the symmetrical AF defined in Equation 25.17 of the envelope function \( \lambda(t) \)), Equation 25.46 can be expressed as

\[ \int \xi_n(t) \bar{\xi}_p(t) \, dt = A_k((i - q) \Delta f_s, (n - p) T) \]  

The second required condition is good localization in the sense of a minimum energy spread in order to avoid the symbol energy smearing out over the dispersive channel and perturbing neighboring symbols. If \( \Delta T \) and \( \Delta W \) represent the time dispersion and frequency dispersion,\(^{11} \) respectively, the following conditions need to be verified so the channel can be considered as frequency-non-selective and slow fading for each carrier:

\[ v_D \ll \Delta f_s \quad \Delta W \ll B_{coh} \]
\[ T_m \ll T \quad \Delta T \ll T_{coh} \]

where \( B_{coh} \approx 1/T_m \) and \( T_{coh} \approx 1/v_D \) are the coherence bandwidth and coherence time, respectively.

Several drawbacks of the Nyquist or Gaussian pulse, being the elementary pulse due to the lack of orthogonality and localization in TF-dispersive channels, lead to the design of a new pulse [40] based on the Hermite function given by (Equation 25.39).

Orthogonality is optimized by evaluating the AF of \( \lambda(t) \), where \( \lambda(t) \) is a linear combination of \( D_{\alpha k}(t) = f_{\alpha k}(\sqrt{2\pi} t) \), as given by

\[ \lambda(t) = \sum_{k=1}^{N_{\alpha}} F_{\alpha k} D_{\alpha k}(t) \]

where \( N_{\alpha} \) is the number of coefficients \( F_{\alpha k} \) that can be found when imposing the condition for orthogonality.

\[^{11}\Delta T \) and \( \Delta W \) are defined as \( (\Delta T)^2 = \int \lambda(t)^2 \, dt \) and \( (\Delta W)^2 = \int \lambda(f)^2 \, df \) (\( \lambda(f) \) being the FT of \( \lambda(t) \)).
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Performance evaluation shows that the Hermite pulse is better than the Nyquist pulse with cosine rolloff for a channel with characteristics of \( T_m \leq 0.01 \) and \( v_D \leq 0.01 \). The Hermite pulse loses its advantages at around \( v_D = 0.1 \). However, better performance of the Hermite pulse in the presence of time dispersion is encouraging for its application in multiuser multicarrier systems where different users are transmitting on neighboring carriers.

25.3.2.3 Multiple-Access Interference in MC-CDMA

Also based on the use of the ambiguity domain, a design of new signature waveforms for the MC-CDMA system was proposed in [71]. In MC-CDMA, the signature waveforms are normally designed in the frequency domain, whereas in DS-CDMA, they are designed in the time domain. There exist two major problems for multiuser access in an MC system: (1) the high effort in signal processing due to the need of a complex-valued RAKE or multiuser detector [73], and (2) the design of optimized code sets with reduced dynamic range and proper autocorrelation and cross-correlation properties. A possibility to the orthogonalized codes by shifting the signal in frequency has been shown in [72]. Consequently, a \( K \)-users-1-code MC-CDMA system was proposed in [71]. To each user, the same code is assigned with different frequency shifts.

More precisely, consider a multicarrier spread-spectrum signal defined as

\[ s(t) = b(t) \sum_{q=0}^{Q-1} c(q) e^{j2\pi q v_D t} = b(t) \cdot c_0(t) \]

where \( b(t) \) is the data signal, \( c(q) \) are the complex code coefficients in the frequency domain, and \( Q \) is the spreading factor. The transmitted signal of the \( k \)-th user is shifted from that of the first user as

\[ s_k(t) = b_k(t) \cdot \sum_{q=0}^{Q-1} c(q) e^{j2\pi (q+k) v_D t} = b_k(t) \cdot c_0(t) e^{j2\pi k v_D t} = b_k(t) \cdot c_k(t) \]

Due to the multipath fading, the received signal for the up-link of \( K \) users is given by

\[ r(t) = \sum_{k=0}^{K-1} \sum_{p=0}^{P-1} A_{k,p}(t) b_k(t - \tau_k,p) c_k(t - \tau_k,p) e^{j2\pi v_k t / T} + \epsilon(t) \]

where \( P \) is the number of propagation paths (assuming the same for all users) and \( A_{k,p}(t) \), \( c_k(t) \), \( \tau_k,p \), and \( v_k \) are the attenuation, multipath delay, and Doppler shift of the \( k \)-th user’s signal, respectively.

Using a time domain RAKE receiver with ideal path synchronization, we get as an expression for the detected symbol \( b_{k,p} \) of user \( k \) in path \( p \)

\[ b_{k,p} = \frac{1}{T} \int_0^T \int_0^T r(t) c_k^*(t - \tau_k,p) \, dt \]

The detection problem can be simplified to analyzing the correlation functions \( A_{k,p}(v_k, \tau_k) \), which depend on the data signal \( b(t) \) and the code \( c(t) \). The whole interference could be evaluated by summing these terms, \( A_{k,p}(v_k, \tau_k) \), for all users and all paths with the correct path weight. Without loss of generality, choosing \( k_1 = 1 \) and \( k_2 = k \), we have

\[ A_{k,p}(v_k, \tau_k) = \frac{1}{T} \int_0^T s_k(t) s_k^*(t - \tau_k) e^{j2\pi v_k t / T} \, dt \]

(25.47)

which is a representation of the signal in the ambiguity domain. By not considering the influence of the
data signal, Equation 25.47 becomes
\[
A_{ik}(v_1, v_2) = \sum_{n_1=0}^{Q-1} \sum_{n_2=0}^{Q-1} c(n_1) c^*(n_2) e^{j2\pi [n_1(v_1/T - n_1 + k + v_1)]} \times \text{sinc}[\pi (n_1 - n_2 + k + v_2)]
\]

In the ambiguity domain, the values outside \( A_{ik}(0,0) \) could be considered interference values of a user with delay \( r = r_1 \) and frequency shift \( v = (k + v_1) / T \) to user 1. In other words, we have imperfect time and frequency synchronization.

Assuming that the delay \( r \) and frequency deviation \( v \) are uniformly distributed over \((0, T)\) and \((-v_1, v_2)\), respectively, the mean interference value is given by
\[
\langle |A_{ik}(v_1, v_2)|^2 \rangle = \frac{1}{2v_2} \int_0^T \int_{-v_1}^{v_2} |A(v, r) + A^*(v, r - T)|^2 \, dr \, dv \quad (25.48)
\]

Numerical evaluation shows that codes with more concentrated interference power have a better mean interference and a better performance in the whole system.

In the above section, TFSP has been considered for one-dimensional signals. In the next section, TFDs are applied to multidimensional signals provided by multiantennae in order to solve relevant problems that arise in wireless communications.

### 25.4 Time-Frequency Array Signal Processing

Conventional array signal processing algorithms assume stationary signals and mainly employ the covariance matrix of the data array. When the frequency content of the measured signals is time varying (i.e., nonstationary signals), this class of approaches can still be applied. However, the achievable performances in this case are reduced with respect to those that would be achieved in a stationary environment. In the last decades, the stationarity hypothesis was motivated by the crucial need in practice of estimating sample statistics by resorting to temporal averaging under the additional assumption of ergodic signals. Instead of considering the nonstationarity as a shortcoming and trying to design algorithms robust with respect to nonstationarity, it would be better to take advantage of the nonstationarity by considering it as a source of information. The latter can then be exploited in the design of efficient algorithms in such nonstationary environments.

The question now is, How can we exploit the nonstationarity in array processing? This can be done by resorting to the spatial time–frequency distributions (STFDs), which are generalizations of the TFDs to a vector of multisensor signals (see Figure 25.10). Under a linear model, the STFDs and the commonly known covariance matrix exhibit the same eigenstructure. In wireless communications involving multiantennae, the aforementioned structure is often exploited to estimate some signal parameters through subspace-based techniques.

Algorithms based on STFDs properly use the time–frequency information to significantly improve performance. This improvement comes essentially from the fact that the effects of spreading the noise power while localizing the source energy in the time–frequency domain increase the signal-to-noise ratio (SNR).

The concept of the STFD was introduced for the first time in 1996 [75]. It was used successfully in solving the problem of the blind separation of nonstationary signals [75–78]. This concept was then applied to solve the problem of direction-of-arrival (DOA) estimation [79]. Since then, several works were conducted in this area using the new concept of STFD [80–89].

The following notations are used throughout the rest of this chapter. For a given matrix \( A \), the symbols \( A^T, A^*, A^H, A^e, \text{trace}(A), \) and \( \text{norm}(A) \) respectively denote the transpose, conjugate, conjugate transpose, Moore–Penrose pseudoinverse, trace, and (Euclidean) norm of \( A \).
25.4.1.1 Structure under linear model

Consider the following linear model of the vector signal \( z(n) \):

\[
z(n) = As(n)
\]  
(25.55)

where \( A \) is a \( K \times L \) matrix \((K \geq L)\) and \( s(n) \) is a \( L \times 1 \) vector, which is referred to as the source signal vector.

Under this linear model the STFDs take the following structure:

\[
D_{ss}(n, k) = AD_{ss}(n, k)A^H
\]

(25.56)

where \( D_{ss}(n, k) \) is the source STFD of vector \( s(n) \) whose entries are the auto- and cross-TFDs of the source signals.

The auto-STFD denoted by \( D_{ss}^a(n, k) \) is the STFD, \( D_{ss}(n, k) \), evaluated at autoterm points only. Correspondingly, the cross STFD \( D_{sz}^a(n, k) \) is the STFD, \( D_{ss}(n, k) \), evaluated at cross-term points.

Note that the diagonal (off-diagonal) elements of \( D_{ss}(n, k) \) are autoterms (cross-terms). Thus, the auto- (cross-) STFD \( D_{ss}^a(n, k) \) (\( D_{sz}^a(n, k) \)) is diagonal (off-diagonal\(^1\)) for each time–frequency point that corresponds to a source autoterm (cross-term), provided the window effect is neglected.

25.4.1.2 Structure under Unitary Model

Denote by \( W \) a \( L \times K \) whitening matrix such that

\[
(WA)(WA)^H = UU^H = I
\]

(25.57)

Pre- and postmultiplying the STFD \( D_{ss}(n, k) \) by \( W \) leads to the whitened STFD, defined as

\[
D_{ss}^w(n, k) = WD_{ss}(n, k)W^H = UD_{ss}(n, k)U^H
\]

(25.58)

where the second equality stems from the definition of \( W \) and Equation 25.56. This above whitening leads to a linear model with a unitary mixing matrix.

Note that the whitening matrix can be computed in different ways. It can be obtained, for example, as an inverse square root of the observation covariance matrix \([78]\) or computed from the STFD matrices as shown in [90].

At autoterm points, the whitened auto-STFD has the following structure:

\[
D_{ss}^w(n, k) = UD_{ss}^w(n, k)U^H
\]

(25.59)

where \( D_{ss}^w(n, k) \) is diagonal. However, at cross-term points, the whitened cross STFD exhibits the following structure:

\[
D_{sz}^w(n, k) = UD_{sz}^w(n, k)U^H
\]

(25.60)

where \( D_{sz}^w(n, k) \) is off-diagonal.

The above-defined STFDs permit the application of subspace techniques to solve a large class of channel estimation and equalization, blind source separation, and high-resolution DOA estimation problems. For the blind source separation problem, the STFDs allow the separation of Gaussian sources with identical spectral shape but with different time–frequency signatures [78]. In the area of DOA finding, the estimation of the signal and noise subspaces from the STFDs highly improves the angular resolution performance.

\(^1\)A matrix is off-diagonal if its diagonal entries are zeros.

25.4.2 STFD Structure in Wireless Communications

In wireless communications, when \( L \) user signals arrive at a \( K \)-element antenna, the linear data model

\[
z(n) = As(n) + n(n)
\]

(25.61)

is commonly assumed, where we recall that \( z(n) \) is the \( K \times 1 \) data vector received at the antenna and \( s(n) \) is the \( L \times 1 \) user data vector, the spatial matrix \( A = [a_1, \cdots, a_L] \) represents the propagation matrix,\(^1\) \( a_i \) is the steering vector corresponding to the \( i \)th user, and \( n(n) \) is an additive noise vector whose entries are modeled as stationary, temporally and spatially white, zero-mean random processes, and independent of the user-ermitted signals.

Under the above assumptions, the expectation of the TFD matrix between the user signal and the noise vectors vanishes, i.e.,

\[
E[D_{ss}(n, k)] = 0
\]

(25.62)

and it follows that

\[
D_{ss}^w(n, k) = AD_{ss}(n, k)A^H + \sigma^2 I
\]

(25.63)

with

\[
D_{ss}(n, k) = E[D_{ss}(n, k)]
\]

(25.64)

\[
D_{ss}(n, k) = E[D_n(n, k)]
\]

(25.65)

where \( \sigma^2 \) is the noise power and \( I \) is the identity matrix. Under the same assumptions, the data covariance matrix, which is commonly used in array signal processing, is given by

\[
R_{ss} = AR_{ss}A^H + \sigma^2 I
\]

(25.66)

where

\[
R_{ss} = E[z(n)z(n)^H]
\]

(25.67)

\[
R_{ss} = E[s(n)s(n)^H]
\]

(25.68)

From Equations 25.63 and 25.66, it becomes clear that the STFDs and the covariance matrix exhibit the same eigenstructure. This structure is often exploited to estimate some signal parameters through subspace-based techniques.

25.4.3 Advantages of STFDs over Covariance Matrix

The STFDs allow the processing of the received data in both the spatial domain and the two-dimensional time–frequency domain simultaneously. In time–frequency array signal processing, the STFDs are eigen-decomposed, instead of the traditional covariance matrix \( R_{ss} \), to separate the signal subspace and noise subspace. Thanks to the availability of time-varying filtering in the time–frequency domain, the STFD-based approaches can handle signals corrupted by interference occupying the same frequency band or the same time slot, but with different time–frequency signatures; thus, signal selectivity is increased with respect to covariance matrix-based methods. In addition, the effect of spreading noise power while localizing the user energy in the time–frequency plane amounts to increased robustness of the STFD-based approaches with respect to noise. In other words, the eigenvectors of the signal subspace obtained from an STFD matrix that is made up of signal autoterms are more robust to noise than those obtained from the

\(^1\)This matrix is also known as the mixing matrix.
covariance matrix. Hence, the performance of the STFD-based approaches can be significantly improved, particularly when the input SNR is low\(^\text{14}\) (typically, an SNR of 0 dB or lower). Moreover, in [86] it is proved that the traditional covariance-based subspace methods are low-dimensional cases of the STFD subspace methods.

If one selects the kernel \(G(n, m)\) in Equation 25.53 so that the corresponding TFD satisfies the marginal condition

\[
\sum_k D_{zz}(n, k) = E[z(n)z^*(n)]
\]

(25.69)

then

\[
\sum_k D_{zz}(n, k) = E[z(n)z^*(n)] = \mathbf{R}_{zz}
\]

(25.70)

The above equation shows that the projection of the STFD over the time domain is nothing more than the traditional covariance matrix. However, the space spanned by \(\mathbf{R}_{zz}\) is the projection of the space spanned by \(D_{zz}(n, k)\) over the space that is orthogonal to the frequency dimension. This means that the space spanned by \(D_{zz}(n, k)\) is the extension of the space spanned by \(\mathbf{R}_{zz}\) toward a higher-dimension space. Therefore, the \(\mathbf{R}_{zz}\)-based techniques can be seen as a low-dimension special case of the \(D_{zz}(n, k)\)-based ones. This is quite straightforward since the STFD-based methods are multidimensional (spatial–time–frequency) processing methods. Obviously, the details and signatures of the signal will be described more accurately and finely in higher-dimension space. In fact, this is the reason that the STFD-based methods have better performance, such as signal selectivity, interference suppression, and high resolution, over the conventional covariance matrix-based approaches.

### 25.4.4 Selection of Autoterms and Cross-Terms in the Time-Frequency Domain

STFD-based methods require computation of STFDs at different time–frequency points. At autoterm points, where the diagonal structure of the source STFD is enforced, the data STFDs are either incorporated into a joint diagonalization (JD) technique or eigendecomposed after simple averaging over the source signatures of interest to estimate the mixing, or the array manifold matrix. At cross-term points, where this time the off-diagonal structure of the source STFD is enforced, the data STFDs are incorporated in an off-diagonalization technique to achieve the task of the mixing/propagation matrix identification.

An intuitive procedure to select the autoterms is to consider the time–frequency points corresponding to the maximum energy in the time–frequency plane [75]. The above intuitive procedure has shown some limitations in practical situations. A projection-based selection procedure of cross-terms and autoterm has been proposed in [83]. The latter exploits the off-diagonal structure of the cross-source STFDs and proceeds on whitened data STFDs. More precisely, for a cross-source STFD, we have

\[
\text{Trace}(D_{aa}(n, k)) = \text{Trace}(UD_{aa}(n, k)U^H) = \text{Trace}(D_{aa}(n, k)) \approx 0
\]

(25.71)

Based on this observation, the following testing procedure applies:

\[
\text{if } \frac{\text{Trace}(D_{aa}(n, k))}{\text{norm}(D_{aa}(n, k))} < \epsilon \rightarrow \text{decide that } (n, k) \text{ is a cross-term point}
\]

where the threshold \(\epsilon\) is a positive scalar (typically \(\epsilon = 0.9\)). In the underdetermined case (i.e., \(K < L\)), the matrix \(U\) (see Section 25.4.1.2) is nonsquare (with more columns than rows), and consequently, \(U^H U \neq I\)

\(^\text{14}\)Subspace analysis of the STFDs vs. the covariance matrix is provided in [82].

To discriminate between noise and either auto- or cross-term, the variance of the test statistic is used. Because only a single value of the test statistic is known at the time–frequency point under test, the variance is estimated using a bootstrap resampling technique [88, 92]. Once the noise regions in the time–frequency domain are identified, a threshold is set to distinguish the autoterms from the cross-terms. In [93], array averaging of the STFDs is used to reduce the cross-terms without smearing the autoterms, allowing the autoterms to be more pronounced and easier to detect in the time–frequency plane.

In [94], it is shown that for real-valued signals, the imaginary parts of the STFDs, when not equal to zero, only correspond to cross-terms whatever the considered point in the time–frequency plane. This result was exploited to derive a criterion for the auto- and cross-term selection. In the case of noisy signals, reference [85] describes a detection criteria of cross- and auto-terms in the time–frequency plane by introducing two thresholds based on the Bayesian and Neyman–Pearson approaches.

The selection of autoterms in the time–frequency domain is still an open problem. And the success of any STFD-based technique depends highly on the performance of the employed autoterm selection procedure.

### 25.4.5 Time–Frequency Direction-of-Arrival Estimation

In order to obtain the mobile users’ spatial information and achieve the space-division multiple access (SDMA), the DOA estimation of far field sources from the multiantenna outputs is one of the important issues in next-generation wireless communications. Thanks to their super resolution and robustness, the subspace-based methods, such as MUSIC [95] and ESPRIT [96], are considered the most popular techniques in traditional array processing. However, all these subspace methods assume the signals impinged on the antenna stationary, while typical signals in wireless communications, such as frequency-hopping signals or frequency-modulated signals, are nonstationary with some time-varying frequency content. In addition, several nonspatial features such as time and frequency signatures of the signals are ignored in conventional methods. These defects may result in an unfavorable estimation error.

In most wireless communications systems, the signals are man-made and hence much information contained in these signals is known or can be obtained a priori. One can exploit this information not only in the spatial domain but also in the time–frequency domain in order to improve the performance. One of these techniques is the STFD-based DOA estimation method. Recently, several traditional DOA estimation techniques have been extended to nonstationary signals thanks to the use of STFD instead of the covariance matrix. Hence, time–frequency MUSIC (TF-MUSIC) was first introduced in [79]; then time–frequency maximum likelihood (TF-ML), time–frequency signal subspace fitting (TF-SSF), and time–frequency
ESPRIT (TF-ESPRIT) were introduced in [97], [86], and [89], respectively. Below, we describe only TF-MUSIC as an illustrative example on how the STFDs can be exploited for DOA estimation.

### 25.4.5.1 Data Model

Consider again Equation 25.61, which is often encountered in wireless communications:

\[ z(n) = A(\theta) s(n) + n(n) \]  

(25.73)

Herein, the propagation matrix \( A(\theta) = [a(\theta_1), \ldots, a(\theta_L)]^T \), also known as steering matrix, is parameterized by the vector \( \theta = [\theta_1, \ldots, \theta_L]^T \) where \( a(\theta_1) \) and \( \theta_1 \) define the steering vector and the DOA of the \( k \)th user, respectively.

Assuming a noise-free environment, the structure of the STFD associated with the above model is given by

\[ \mathbf{D}_{ss}(n, k) = A(\theta) \mathbf{D}_s(n, k) A(\theta)^H \]  

(25.74)

### 25.4.5.2 TF-MUSIC

By performing the singular value decomposition (SVD) of the steering matrix,

\[ A(\theta) = [E_s, E_n] [D\ 0]^T \]  

(25.75)

and incorporating the results in Equation 25.74, it is easily shown that

\[ \mathbf{D}_{ss}(n, k) = [E_s, E_n] \mathbf{D}(n, k) [E_s, E_n]^H \]  

(25.76)

where \( \mathbf{D}(n, k) \) is a block-diagonal matrix given by

\[ \mathbf{D}(n, k) = \text{diag}[\mathbf{D}^H \mathbf{D}_a(n, k) \mathbf{V} \mathbf{D}] \]  

(25.77)

Since \( E_s \) and \( E_n \), which span the signal subspace and noise subspace, respectively, are fixed and independent of the time–frequency point \( (n, k) \), Equation 25.76 reveals that any matrix \( \mathbf{D}_a(n, k) \) is block-diagonalized by the unitary transform \( E = [E_s, E_n] \).

A simple way to estimate \( E_s \) and \( E_n \) is to perform the SVD on a single matrix \( \mathbf{D}_a(n, k) \) or an averaged version of \( \mathbf{D}_a(n, k) \) over the source signatures of interest. But indeterminacy arises in the case where \( \mathbf{D}_a(n, k) \) is singular. To avoid this problem, a block diagonalization (JBD) of the combined set of \( \{\mathbf{D}_a(n, k)\}_k \) can be performed by exploiting the joint structure (Equation 25.76) of the STFDs. This JBD is achieved by the maximization under unitary transform of the following criterion:

\[ C(U) \triangleq \sum_{l=1}^P \sum_{i=1}^L |\mu_l^T \mathbf{D}_a(n, k) \mu_i|^2 \]  

(25.78)

over the set of unitary matrices \( U = [\mu_1, \ldots, \mu_P] \). Note that in [98], an efficient algorithm for solving Equation 25.78 exists. Once the signal and noise subspaces are estimated, one can use any subspace-based technique to estimate the DOAs. The MUSIC algorithm [95] is then applied to the noise subspace matrix \( E_n \) estimated from Equation 25.78. Hence, the TF-MUSIC algorithm estimates the DOAs by finding the \( L \) largest peaks of the localization function

\[ f(\theta) = \left| \mathbf{E}_n^H \mathbf{a}(\theta) \right|^2 \]  

(25.79)

### 25.4.6 Time–Frequency Source Separation

Currently, blind source separation is considered one of the most promising techniques in wireless communications and more specifically in multiuser detection. The underlying problem consists of recovering the original waveforms of the user-emitted signals without any knowledge on their linear mixture. This mixture can be either instantaneous or convolutive. The problem of blind source separation has two inherent indeterminacies such that source signals can only be identified up to a fixed permutation and some complex factors [99].

So far, the problem of blind source separation has been solved using statistical information available on the source signals. The first solution was based on the cancellation of higher-order moments assuming non-Gaussian and independent and identically distributed (i.i.d.) signals [100]. Other solutions based on minimization of cost functions, such as contrast functions [101] or likelihood function [102], have been proposed. In the case of non-i.i.d. signals and even Gaussian sources, solutions based on second-order statistics were also proposed [99].

When the frequency content of the source signals is time varying, one can exploit the powerful tool of the STFDs to separate and recover the incoming signals. In this context, the underlying problem can be regarded as signal synthesis from the time–frequency plane with the incorporation of the spatial diversity provided by the antenna.

In contrast to conventional blind source separation approaches, the STFD-based signal separation techniques allow separation of Gaussian sources with identical spectral shape provided that the sources have different time–frequency signatures. Below, we describe applications of the STFDs for the separation of both instantaneous and convolutive mixtures.

#### 25.4.6.1 Separation of Instantaneous Mixture

The multiantenna signal \( z(n) \) is assumed to be nonstationary and to obey the linear model in Equation 25.55. The problem under consideration consists of identifying the mixing matrix \( A \) and recovering the source signals \( s(n) \) up to a fixed permutation and some complex factors.

By selecting autoregressive points, the whitened auto-STFDs have the structure in Equation 25.59 that we recall herein:

\[ \mathbf{D}_{ss}(n, k) = \mathbf{U} \mathbf{D}_a(n, k) \mathbf{U}^H \]  

(25.80)

with \( \mathbf{D}_a(n, k) \) a diagonal matrix. The missing unitary matrix \( \mathbf{U} \) is retrieved up to permutation and phase shifts by ID of a combined set \( \{\mathbf{D}_a(n, k)\}_l \) of \( P \) auto-STFDs. The incorporation of several autoregressive points in the ID reduces the likelihood of having degenerate eigenvalues and increases robustness to a possible additive noise. The above ID is defined as the maximization of the following criterion:

\[ C_{ID}(V) \triangleq -\sum_{l=1}^P \sum_{i=1}^L |V_l^T \mathbf{D}_a(n, k) \mu_i|^2 \]  

(25.81)

over the set of unitary matrices \( V = [\nu_1, \ldots, \nu_P] \).

The selection of cross-term points leads to the whitened cross STFD (Equation 25.60),

\[ \mathbf{D}_{ss}(n, k) = \mathbf{U} \mathbf{D}_a(n, k) \mathbf{U}^H \]  

(25.82)

with \( \mathbf{D}_a(n, k) \) an off-diagonal matrix. The unitary matrix \( \mathbf{U} \) is then found up to permutation and phase shifts by joint off-diagonalization (JOD) of a combined set \( \{\mathbf{D}_a(n, k)\}_c \) of \( Q \) cross-STFDs. This JOD is defined as the maximization of the following criterion:

\[ C_{JOD}(V) \triangleq -\sum_{c=1}^Q \sum_{i=1}^L |V_c^T \mathbf{D}_a(n, k) \nu_i|^2 \]  

(25.83)

over the set of unitary matrices \( V = [\nu_1, \ldots, \nu_P] \).

The unitary matrix \( \mathbf{U} \) can also be found up to permutation and phase shifts by a combined ID/JOD of the two sets \( \{\mathbf{D}_a(n, k)\}_l \) and \( \{\mathbf{D}_a(n, k)\}_c \) of \( Q \) cross-STFDs.

Once the unitary matrix \( \mathbf{U} \) is obtained from either the ID, JOD, or combined ID/JOD, an estimate of the mixing matrix \( A \) can be computed by the product \( \mathbf{W}^H \mathbf{U} \), where \( \mathbf{W} \) is the whitening matrix (see Section 25.4.1.2). An estimate of the source signals \( s(n) \) can then be obtained by the product \( \mathbf{A}^H x(n) \).
25.4.6.2 Separating More Sources Than Sensors

A challenging problem consists of the blind separation of more sources than sensors (i.e., \( L > K \)); this problem, also known as the underdetermined blind source separation problem, was pointed out for the first time in [102] while separating discrete sources. Since then, several works based on a priori knowledge of the probability density functions of the sources [103, 104] were conducted. In [105], an approach for the resolution of the aforementioned problem exploits the concept of disjoint orthogonality of short Fourier transforms. Herein, for the resolution of the underdetermined problem, we review a STFD-based blind source separation method [84].

We start by selecting autoterm points where only one source exists, as described in Section 25.4.4. The corresponding STFD then has the following form:

\[
D_{sz}(n, k) = D_{szu}(n, k) \mathbf{a}_i \mathbf{a}_i^H, \quad \text{where} \quad (n, k) \in \Omega,
\]

where \( \Omega \) denotes the time–frequency support of the \( i \)th source. The idea of the algorithm consists of clustering together the autoterm points associated with the same principal eigenvector of \( D_{sz}(n, k) \) representing a particular source signal. Once the clustering and classification of the autoterms are done, the estimates of the source signals are obtained from the selected autoterms using a time–frequency synthesis algorithm [20]. Note that the missing autoterms in the classification, often due to intersection points, are automatically interpolated in the synthesis process. An advanced clustering technique of the above autoterms based on gap statistics is proposed in [106].

25.4.6.3 Separation of Convolutive Mixtures

Consider a convolutive multiple-input multiple-output linear time-invariant model given by

\[
z_i(n) = \sum_{j=1}^{L} \sum_{c=0}^{C} a_{ij}(c)s_j(n-c) \quad \text{for} \quad i = 1, \ldots, K
\]

(25.85)

where \( s_j(n), \quad j = 1, \ldots, L, \) are the \( L \) source signals; \( z_i(n), \quad i = 1, \ldots, K, \) are the \( K \) \( L \) sensor signals; and \( a_{ij}(c) \) is the transfer function between the \( j \)th source and the \( i \)th sensor with an overall extent of \( (C+1) \) taps. The sources are assumed to have different time–frequency signatures, and the channel matrix \( \mathbf{A} \) defined below in Equation 25.87 is full column rank.

In matrix form, Equation 25.85 becomes

\[
z(n) = \mathbf{A} \mathbf{s}(n)
\]

(25.86)

where

\[
\mathbf{s}(n) = [s_1(n), \ldots, s_L(n-(C+C'+1)), \ldots, s_L(n-(C+C'+1))]^T
\]

\[
z(n) = [z_1(n), \ldots, z_K(n-(C+C'+1)), \ldots, z_K(n-(C+C'+1))]^T
\]

\[
\mathbf{A} = \begin{bmatrix}
\mathbf{A}_1 & \cdots & \mathbf{A}_L \\
\vdots & \ddots & \vdots \\
\mathbf{A}_K & \cdots & \mathbf{A}_L
\end{bmatrix}
\]

(25.87)

with

\[
\mathbf{A}_i = \begin{bmatrix}
a_{ij}(0) & \cdots & a_{ij}(C) & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & a_{ij}(0) & \cdots & a_{ij}(C)
\end{bmatrix}
\]

(25.88)

Note that \( \mathbf{A} \) is a \( [K C' \times L(C+C')] \) matrix and \( \mathbf{A}_i \) are \( [C' \times (C+C')] \) matrices. \( C' \) is chosen such that \( KC' \geq L(C+C') \).

Herein, the same formalism as in the instantaneous mixture case is retrieved and the data STFDs still have the same expression as in Equation 25.56. However, the source auto-STFDs, \( \mathbf{D}_{sz}(n, k) \), are not diagonal but block diagonal with diagonal blocks of size \( (C+C') \times (C+C') \). Note that the block diagonal structure comes from the fact that the cross-terms between \( s_j(n) \) and \( s_i(n-d) \), where \( d \) is some delay, are not zero and depend on the local correlation structure of the signal. This block diagonal structure is exploited to achieve the separation of the convolutive mixture.

25.4.6.4 STFD-Based Separation

First the data vector \( \mathbf{z}(n) \) is whitened. The whitening matrix \( \mathbf{W} \) is of size \( [L(C+C') \times K(C+C')] \) and verifies

\[
\mathbf{W}^H [\mathbf{z}(n) \mathbf{z}(n)^H] \mathbf{W}^H = \mathbf{W} \mathbf{R}_{sz} \mathbf{W}^H = \mathbf{W} \mathbf{R}_{sz}^1 \mathbf{W}^H = \mathbf{I}
\]

(25.89)

where \( \mathbf{R}_{sz} \) and \( \mathbf{R}_{sz}^1 \) denote the covariance matrices of \( \mathbf{z}(n) \) and \( \mathbf{s}(n) \), respectively. Equation 25.89 shows that if \( \mathbf{W} \) is a whitening matrix, then

\[
\mathbf{U} = \mathbf{W} \mathbf{R}_{sz}^1
\]

(25.90)

is a \( L(C+C') \times L(C+C') \) unitary matrix where \( \mathbf{R}_{sz}^1 \) (Hermitian square root matrix of \( \mathbf{R}_{sz} \)) is block diagonal. The whitening matrix \( \mathbf{W} \) can be determined from the eigendecomposition of the data covariance matrix \( \mathbf{R}_{sz} \) as in [78].

Now by considering the whitened STFD matrices \( \mathbf{D}_{sz}(n, k) \) and the above relations, we obtain the key relation

\[
\mathbf{D}_{sz}(n, k) = \mathbf{U} \mathbf{R}_{sz}^{-1} \mathbf{D}_{sz}(n, k) \mathbf{R}_{sz}^{-1} \mathbf{U}^H = \mathbf{U} \mathbf{D}(n, k) \mathbf{U}^H
\]

(25.91)

where \( \mathbf{D}(n, k) = \mathbf{R}_{sz}^{-1} \mathbf{D}_{sz}(n, k) \mathbf{R}_{sz}^{-1} \).

Since the matrix \( \mathbf{U} \) is unitary and \( \mathbf{D}(n, k) \) is block diagonal, the latter just means that any whitened STFD matrix is block diagonal in the basis of the column vectors of matrix \( \mathbf{U} \). The unitary matrix can be retrieved by computing the block diagonalization of some matrix \( \mathbf{D}_{sz}(n, k) \). But to reduce the likelihood of indeterminacy and increase the robustness of determining \( \mathbf{U} \), we consider the JBD of a set of \( \mathbf{D}_{sz}(n, k); \quad l = 1, \ldots, P \) of \( P \) whitened STFD matrices. This JBD is achieved by the maximization under unitary transform of the following criterion:

\[
C(\mathbf{U}) = \sum_{l=1}^{P} \sum_{n=1}^{L} \sum_{k=1}^{L(1+C+C')} \left| \mathbf{U}^H \mathbf{D}_{sz}(n, k) \mathbf{U} \right|^2
\]

(25.92)

over the set of unitary matrices \( \mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_L(C+C')] \). Note that an efficient Jacobi-like algorithm for the minimization of Equation 25.92 exists in [98, 107].

Once the unitary matrix \( \mathbf{U} \) is determined up to a block diagonal unitary matrix \( \mathbf{D} \) coming from the inherent indeterminacy of the JBD problem [108], the recovered signals are obtained up to a filter by

\[
\hat{s}(n) = \mathbf{U}^H \mathbf{Wz}(n)
\]

(25.93)

According to Equations 25.86 and 25.90, the recovered signals verify

\[
\hat{s}(n) = \mathbf{D} \mathbf{s}(n)
\]

(25.94)

with

\[
\mathbf{D} = \mathbf{DR}_{sz}^{-1}
\]

(25.95)

where we recall that the matrix \( \mathbf{R}_{sz}^{-1} \) and \( \mathbf{D} \) are the block diagonal matrix and unitary block diagonal matrix, respectively. Consequently, \( \mathbf{D} \) is also a block diagonal matrix, and the above STFD-based technique leads to the separation of the convolutive mixture up to a filter instead of a full MIMO deconvolution procedure.
Note that if needed, a SIMO (single-input multi-output) deconvolution/equalization [109] can be applied to the estimated sources of Equation 25.94.

25.5 Other TFSP Applications in Wireless Communications

25.5.1 Precoding for LTV Channels

Linear precoding is a useful signal processing tool for coping with frequency-selective propagation channels encountered with high-rate wireless transmission.

Precoding consists of mapping each incoming block of $M$ symbols onto a $P \times M$ ($P > M$) matrix referred to as the precoding matrix. Each received block is then multiplied by a $M \times P$ decoding matrix to retrieve the original symbols under the condition $M > L$ and $P = M + L$, where $L$ is the overall channel length. To avoid interblock interference, guard intervals can be used, as in OFDM, for example. This can be done by forcing either the last $L$ rows of the precoding matrix or the first $L$ columns of the decoding matrix to zero [110].

Precoding of LTV channels can be optimized by a priori knowledge of the channel temporal evolution. This knowledge can be provided by a feedback channel such that the receiver estimates periodically the channel parameters, also called channel status information (CSI) [110], and sends them back to the transmitter. The latter uses this CSI to predict the channel evolution within a finite time interval and commutes the optimal precoder. The optimality herein should be understood in the sense of maximizing the information rate over the linear channel affected by additive Gaussian noise. Under the constraint of a fixed average transmit power, the optimal precoder, i.e., the optimal precoding matrix, is obtained from the SVD of the channel matrix.$^{15}$ [111, 113].

In [110], a physical interpretation of the optimal precoding for time- and frequency-dispersive channels is provided thanks to an approximate analytic model for the eigenfunctions of LTV channels.$^{16}$ The approximate model is valid for multipath channels with finite Doppler and delay spread. Under the above model and using a time–frequency representation of the eigenfunctions, the latter are shown to be characterized by an energy distribution along curves, in the time–frequency plane, given by contour lines of the time–frequency representation of the LTV channel. In the same reference, it is also shown under mild conditions often met in practice that the TFDS of the right singular vectors of the LTV channel are mainly concentrated along the curves where the energy in the time–frequency domain of the channel equals the square of the associated singular value. The TFDS of the left singular vectors are simply time- and frequency-shift versions of the TFDS of the right singular vectors. This interpretation clearly establishes the optimal power allocation in the time–frequency domain as a generalization of the well-known water-filling principle [112, 114]. The above interpretation also allows an approximate computation of the channel singular vectors and values directly from the time–frequency representation of the LTV channel, without computing the SVD.

25.5.2 Signaling Using Chirp Modulation

TFSP tools can be used for the receiver design and for optimizing the design parameters of a spreading system using a chirp modulation scheme.

Indeed, chirp signals or, equivalently, linear FM signals have been widely used in sonar applications for range and Doppler estimation, as well as in radar systems for pulse compression. Thanks to their particular time–frequency signatures, these signals provide high interference rejection and inherent immunity against Doppler shift and multipath fading [115] in wireless communications. In addition, they are bandwidth efficient [117]. It has been shown [118] that for a same SNR and Doppler shift, the chirp signaling outperforms the frequency shift keying (FSK) signaling, thanks to their better cross-coherence properties, compared to FSK.

Signaling using chirp modulation is also seen as a spread-spectrum technique, which is defined as "a mean of transmission in which the signal occupies a bandwidth in excess of the minimum necessary to send the information" [41]. Chirp modulation was first suggested in [117] by using a pair of linear chirps with opposite chirp rates for binary signaling. A system for multiple access within a common frequency band was proposed in [119] by assigning pairs of linear chirps with different chirp rates to several users. In this system, the number of users simultaneously accessing the shared resources is limited by the MAI for a given time–bandwidth product. To reduce this shortcoming, the chirp signals are selected in [116] such that they all have the same power as well as the same bandwidth, offering inherent protection against frequency-selective fading. Further, the combination of chirp modulation signaling with frequency-hopping (FH) multiple access was proposed in [115]. The obtained hybrid system (Figure 25.11) improves communications system performance, especially in multipath fading-dispersive channels. Note that this system was extended to FH-CDMA in [120] and compared to the FSK-FH-CDMA system, leading to the same conclusion as in [115]. In [121], the chirp parameters, to be used in chirp modulation signaling, are selected under the actual time–bandwidth requirements so as to reduce significantly multiple-access interference and bit error rates.

25.5.3 Detection of FM Signals in Rayleigh Fading

Diversity reception is currently one of the most effective techniques for coping with the multipath Rayleigh fading effect in mobile environments [5]. It requires a number of signal transmission paths that carry the same information but have uncorrelated multipath fadings. A circuit to combine the received signals or select one of the paths is necessary. Diversity techniques take advantage of the fact that signals exhibit fades at different places in time, frequency, or space, depending on different situations. However, a diversity scheme normally requires a number of antennae at the transmitter or receiver, resulting in high cost and redundancy of information. Herein, we review a method that can overcome this problem.

---

$^{15}$The channel matrix is the transfer matrix from the transmitted block vector to the received block vector.

$^{16}$$(t)$ is said to be an eigenfunction of $f(t)$ if and only if $\lambda \psi(t) = \int_{-\infty}^{+\infty} f(t-t')\psi(t')dt'$, where $\lambda$ is known as the associated eigenvalue.
Given a transmitted signal $s(t)$ under such an environment, the received signal $x(t)^{17}$ is then considered random and may be modeled as [5]

$$x(t) = \sum_{i=1}^{N} a_i s(t - \tau_i) \exp(j\theta_i)$$

(25.96)

where $N$ is the number of received waves and $a_i$, $\tau_i$, and $\theta_i$ are the random attenuation, multipath delay, and phase shift associated with the $i$th path, respectively. When considering narrowband communications with frequency or phase modulation, the transmitted signals have the following form:

$$s(t) = \exp[j(2\pi f_c t + \Psi(t))]$$

(25.97)

where $\Psi(t)$ represents the baseband signal and $f_c$ is the carrier frequency. The received signal $x(t)$ will then be expressed as

$$x(t) = \tau(t) \exp[j(2\pi f_c t + \Psi(t) + \Psi_r(t))]$$

(25.98)

For non-Rician channels (in general, channels with no line-of-sight path), envelope $\tau(t)$ can be assumed to be Rayleigh distributed and hence has an autocorrelation function approximated by [122]

$$R_{\tau}(\tau) \approx \alpha(1 + 1/4\pi f^2)$$

(25.99)

where $\alpha$ is some constant and $f(\tau)$ is some particular function. The Fourier transform of the latter, referred to as $S_\tau$, exhibits a peak at the zero frequency [5]. The spectrum of the signal envelope is then given by

$$S_\tau(f) = \alpha(\delta(f) + \frac{1}{4} S_\Psi(f))$$

(25.100)

In [124, 125], it is shown that for various types of frequency modulation, the second-order Wigner–Ville spectrum (WVS)$^{18}$ (or spectra of other TFDs) of the received FM signal $x(t)$ has a delta concentration along the IF of the transmitted signal. The special structure of the envelope spectrum (Equation 25.100) makes the delta concentration possible in the TF plane of the WVS (or spectra of other TFDs). Consequently, the detection of FM signals through the Rayleigh flat fading environment can be achieved in the above time–frequency plane without the use of the conventional diversity techniques or higher-order spectra approach [126].

### 25.5.4 Mobile Velocity/Doppler Estimation Using Time–Frequency Processing

Many wireless communications systems require prior knowledge of the mobile velocity. This knowledge allows compensation of distortions introduced by the communications channel. In addition, reliable estimates of the mobile velocity are useful for effective dynamic channel assignment and for the optimization of adaptive multiple access. In another chapter of [127], an overview of existing velocity estimators is given, particularly an estimator based on the estimation of the IF of the received signal. In contrast to approaches based on the envelope of the received signal, the IF-based velocity estimators are robust to shadow fading, which is produced by variations of the average of the received signal envelope over few wavelengths. Interested readers can refer to [127] for more details.

---

17 Random terms are hereafter underlined to distinguish them from deterministic terms.

18 The second-order time-varying Wigner–Ville spectrum is defined as [123]

$$W^{(2)}_{\Psi}(t, f) \triangleq \int_{-\infty}^{\infty} E \{x(t + \tau/2)\overline{x^*(t - \tau/2)}\} e^{-j2\pi ft} \, dt$$

---

### 25.6 Conclusion

The review of contributions made in applying TFSP to communications in general and wireless communications in particular indicates a wide range of possible uses of TFSP methods and techniques in these areas. Introducing the basics of TFSP and the motivation behind the use of TFSP techniques in wireless communications allowed the obtaining of a deeper understanding of how to match the properties of TFSP to the problems encountered in wireless communications. The application of TFSP in spread-spectrum communications systems includes channel identification, scattering function estimation, and interference (MAI and ISI) mitigation. Improvements of performance can be obtained in all these areas by adapting TFSP methodologies. Similarly, time–frequency array processing techniques are well suited for source localization and blind source separation. Other application issues in wireless communications that we are briefly discussed show that there are great potential benefits in further exploring the use of TFSP techniques for current issues in wireless communications and, more generally, in telecommunications.

In particular, note that the use of TFSP in spread-spectrum and array processing applications attracts more and more attention within the signal processing and communications communities. Indeed, using spatial diversity in conjunction with time and frequency diversity is a very powerful means of exploiting and extracting the received signal information. This is the main motivation behind the increasing number of TFSP-based array processing methods and applications that include source localization and source separation problems.

On the other hand, the spread-spectrum-based applications are driven by the fact that the third and most probably the fourth mobile generation systems will be based on the CDMA/MA–MC/CDMA transmission technique. In such systems, the need to combat interuser interference and interchannel interference leads to the problem of the design of an orthogonal function in the time–frequency domain. Past and present research work has been and is being conducted to optimize the modulation/transmission scheme (e.g., by using chirp modulation) as well as the receiver/detection scheme. However, no final or optimal solution is available yet, and many open problems are still to be solved, for example, by using TFSP theories and methods.
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